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Cyberbullying is a growing problem across social media platforms, inflicting short and long-lasting effects on
victims. To mitigate this problem, research has looked into building automated systems, powered by machine
learning, to detect cyberbullying incidents, or the involved actors like victims and perpetrators. In the past,
systematic reviews have examined the approaches within this growing body of work, but with a focus on
the computational aspects of the technical innovation, feature engineering, or performance optimization,
without centering around the roles, beliefs, desires, or expectations of humans. In this paper, we present a
human-centered systematic literature review of the past 10 years of research on automated cyberbullying
detection. We analyzed 56 papers based on a three-prong human-centeredness algorithm design framework
- spanning theoretical, participatory, and speculative design. We found that the past literature fell short of
incorporating human-centeredness across multiple aspects, ranging from defining cyberbullying, establishing
the ground truth in data annotation, evaluating the performance of the detection models, to speculating the
usage and users of the models, including potential harms and negative consequences. Given the sensitivities
of the cyberbullying experience and the deep ramifications cyberbullying incidents bear on the involved
actors, we discuss takeaways on how incorporating human-centeredness in future research can aid with
developing detection systems that are more practical, useful, and tuned to the diverse needs and contexts of
the stakeholders.
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1 INTRODUCTION

Bullying, a pattern of repeatedly and deliberately harming and humiliating others, specifically those
who are smaller, weaker, younger or more vulnerable than the perpetrator, has been a pervasive
problem in the society for several decades [172]. With the proliferation of digital social technologies
among teens and young adults [146], bullying, once restricted to the school or neighborhood, has
now moved into the digital realm. Cyberbullying inflicts unforgettable pain on the victims, with
close to two-thirds of U.S. adolescents already having experienced some form of cyberbullying
ranging from offensive name-calling to spreading of false rumors [20]. Mental health issues such
as anxiety and depression are known to be a result of experiencing bullying as children [172]. The
trauma from bullying can also lead to increased suicidal ideation and self-harm [58, 86]. Being bullied
at the start of the teenage years has been shown as a potential indicator of the disposition towards
borderline personality disorder symptoms [162]. Given its prevalence and long-lasting damage
inflicted on young victims of bullying [172], experts agree that cyberbullying is a problem that
must be addressed in order to protect the mental health, safety, and well-being of our youth [153].

However, the massive volumes of evolving, real-time, multimodal, heterogeneous, and unstruc-
tured social media data makes manual detection of cyberbullying intractable [84]. To address the
prevalence of cyberbullying and mitigate the long-term damage caused by these unfortunate events,
there has been a growing body of research seeking to develop automated systems to detect cyberbul-
lying incidents. These automated systems aspire and aim to serve a wide range of purposes, ranging
from helping prevent the bullying incidents in cyberspace, such as social media, to providing a
tool that could support mitigation efforts, such as assisting moderators in online communities to
monitor interactions and flag abusive content [34]. In addition the detection mechanisms can also
provide support to the victims along with ways to identifying the perpetrators [34].

A few systematic literature reviews in the past have sought to understand the performance and
effectiveness of these classifiers from a technical point of view [84, 132, 135]. However, cyberbullying
detection is not merely a classification task to identify which and whose content might be abusive
towards an individual or group; we posit that building machine learning models for cyberbullying
detection needs to adopt a human-centered perspective. Reasons range from the sensitivities around
the cyberbullying experience [12, 64, 157], its effects on the victim(s) and bystander(s) [42, 159, 172],
social stigma [150], impact on the health and functioning of online communities [97], to the
potential far-reaching ramifications of cyberbullying incidents on various stakeholders [111].

Recent research in Computer-Supported Cooperative Work and Social Computing (CSCW) has
noted that “human-centered paradigms for computing advocate for integrating ‘personal, social,
and cultural aspects’ [77] into the design of technology, and accounting for stakeholders in the
creation of technological solutions” [22]. Scholars in the evolving and emergent area of human-
centered machine learning have therefore argued that machine learning needs to stay grounded
in human needs [22], models need to be built in inclusive ways that adequately represent the
diverse experiences of different individuals and minimize biases [122], and that machine learning
approaches ought to incorporate interpretability and transparency to not only elucidate its potential
for harm [1, 15, 48, 66], but also how data-driven decisions are used in practical scenarios [22, 136].
These practices are important because they provide insights into how machine learning solutions
are impacting people, how we should think about existing challenges, and how we should change the
way we approach problems so that the models’ outcomes align with human and lay interpretations
of what said algorithms do and mean [13, 127]. As Amershi et al. [8] rightly noted: “humans are more
than “a source of labels” and because the process of design should not hinge entirely on the construct
of “the user” [128], people’s involvement with machine learning can take many roles beyond data
curation, such as in supporting algorithm selection and tuning, and identifying its points of success
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and failure [127]. Articulating these roles and representing them in the development of machine
learning algorithms can point to differing agencies between people and the algorithms.

In light of the above, in this paper we argue that building cyberbullying detection models
necessitates a deep understanding of a) how cyberbullying can be operationalized based on its
theoretical and psychological underpinnings; b) what could be effective ways to represent the
varied subjective experiences of cyberbullying within the models given the subjective nature of
bullying [135] and how model evaluation needs to look beyond quantifiable metrics to incorporate
human feedback, mental models, and social interpretations [13]; and c¢) who could be the potential
stakeholders that could potentially harness the outcomes of such models, and how.

We present a systematic review of the past 10 years of computational research focusing on
the development of machine learning models for cyberbullying detection. Adopting the three-
prong human-centered algorithm design lens proposed by Baumer [13], in a saturated corpus
of 56 papers, we examine how the humans were involved and considered directly or indirectly
in the building of these detection algorithms, starting from their design and conceptualization
to their evaluation and potential deployment. From a theoretical standpoint, we first focus on
existing algorithms’ alignment with theories of cyberbullying especially in operationalizing acts
and incidents of cyberbullying. Then from a participatory perspective, we describe if and how
existing algorithms have involved the human (or broadly various stakeholders) in data annotation
and model evaluation. Finally, from the perspective of speculative algorithm design, we shine
a light on how researchers have envisioned the usage of existing detection algorithms in real-
world scenarios, by who, including consideration of harms and negative consequences. Through
this analysis, our review illuminates critical gaps in this research area, that stem from a lack of
human-centeredness in algorithm development, and discusses takeaways for future researchers.

2 BACKGROUND

Automated cyberbullying detection is typically a machine learning classification problem where
the intent is to classify each abusive or offensive comment, post, message, or image/video as either
a bullying or a non-bullying. There have been a few literature reviews in the past to analyze the
computational approaches to cyberbullying detection, particularly with a goal to unpack how
cyberbullying and its types have been defined from a machine learning perspective [132], what
signals in online data serve as the most salient features in classification [84, 132, 135], what types
of machine learning methodologies have been adopted [84, 132], how the performances of different
models and datasets compare against one another based on standardized metrics like accuracy,
precision, and recall [84, 132, 135], and how the paucity of standardized datasets and reliance on
manual annotation has hampered reproducibility and replicability [84, 132, 135]. We present these
observations about the research area in detail below, followed by how our paper extends these
discussions with a human-centered lens.

2.1 Definition and Data-Related Challenges

A major thread within existing review papers has been unpacking the definition of cyberbullying
and how to curate a dataset that can detect these incidents with machine learning. Kumar and
Sachdeva [84] explored how prior research used various definitions of cyberbullying, ranging from
framing and denigration, to outing and impersonation; also see the work of Mahlangu et al. [91]
and Nadali et al. [105] on this topic. Other scholars noted that high quality datasets are lacking in
this area [105, 135], primarily because of the lack of suitable ground truth data on cyberbullying
and therefore a need to rely on manual annotation, which is time-, cost-, and effort-intensive [4, 91].
Vast majority have relied on public social media data [2, 91], which introduces its own biases into
the training data because of people’s varying self-disclosure behaviors, identity and impression
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management goals, and concerns around privacy and context collapse [57]. In fact, Emmery et al.
[53] critiqued in their review that there is a reproducibility as well as an evaluation crisis in this
research area — most prior work has used small, heterogeneous datasets, without a thorough
evaluation of applicability across domains, platforms, and populations. Furthermore, they argued
that the positive instances in existing research datasets are often biased to the specific platform of
interest, predominantly capturing toxicity, and no other dimensions of bullying (also see [4, 135]).

Importantly, due to the inherently subjective interpretation and experience of cyberbullying
incidents [64], researchers have argued that human annotators, used for training data generation,
may have different views on which sample is passed as cyberbullying [4]. Subjectivity is not just
limited to training data curation; it may exist during the creation of a set of features as well — a
fact argued by [4] in their review. This further emphasizes the importance of considering not just
the content but also the context of the communication in the datasets, such as history of user
activities [38] and the relations among users [29]. While the extent of how much context would
affect the performance of such detection models needs further exploration, context has shown
to influence how one perceives toxicity [119]. Consequently, Rosa et al. [132], after a systematic
review of 22 papers, advocated for establishing well-defined criteria that could help curation of
training data and feature engineering, so that the detection models would generalize across datasets,
platforms, and contexts. Our paper similarly stresses the need for such harmonious criteria, that
we posit can be achieved with a human-centered algorithm design approach.

2.2 Machine Learning Methodology and Evaluation-Related Challenges

A second, complementary set of reviews have focused on the underlying machine learning method-
ology in cyberbullying detection [2, 83, 105]. A notable survey of prior research by Salawu et al.
[135] found the use of many approaches for automated detection, namely, supervised learning,
lexicon based, rule based and mixed-initiative approaches. However, many researchers, based on
their respective reviews, suggested machine learning methodological improvements, although none
considered how these improvements need to stem from real-world scenarios where the algorithms
could benefit or potentially harm intended individuals. Kovacevi¢ argued that more work needs to
be done in terms of taking into account user and contextual aspects of the cyberbullying incidents.
Indeed, speaking of context, Lowry et al. [90] emphasized, “most of these [cyberbullying] studies have
glossed over the central issue: the role of ... social media artifacts themselves in promoting cyberbullying”
Accordingly, Al-Garadi et al. [4] recommended that cyberbullying detection use better feature
engineering to capture the rich context of the incidents rather than overly stressing feature selec-
tion and machine learning methodological improvements, while Tokunaga [154] suggested careful
consideration of user demographic attributes in operationalizing the concept of cyberbullying.
However, none of these papers suggested involving the stakeholders of cyberbullying incidents -
victims, bystanders, or bullies in capturing this valuable context.

Beyond supervised learning methods — the predominant family of techniques used for cyber-
bullying detection — researchers have also noted the value of considering other machine learning
approaches [2, 4, 103], including unsupervised [44] and semi-supervised techniques [4]. Never-
theless, many researchers also noted that appropriate evaluation needs to go hand in hand with
methodological innovation. For instance, most cyberbullying datasets often suffer from significant
class-imbalance when the number of positive annotated examples (cyberbullying posts) is much
smaller relative to generic social media content [4, 132]. Therefore, researchers have valued careful
selection of an evaluation metric that is independent of data skewness, to avoid uncertain results
and undesirable outcomes [4]. Suggested evaluation metrics included the F-1 score or the area
under receiver-operating characteristic (ROC) curve (AUC), but the existing reviews did not discuss
the significance and value of human involvement toward unpacking misclassifications.
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Putting it together, these reviews posited that cyberbullying is often inadequately and sometimes
misrepresented in the literature with a trickling down effect on training data curation and evaluation
of the developed machine learning models. Rosa et al. [132] rightly noted that existing methods, if
deployed, are likely to lead to inaccurate systems that would have little real-world application. This
paper, that systematically reviews a corpus of 56 papers over the past 10 years that have developed
cyberbullying detectors, extends Rosa et al.’s critique. In particular, we consider the human-centered
underpinnings of cyberbullying detection algorithms, a hitherto unexplored investigation.

2.3 A Human-Centered Perspective of Machine Learning

Machine learning is increasingly adopted to address societal problems via data-driven decision-
making [22], in Fiebrink and Gillies [56]’s words, however, it “often centers on impersonal algorith-
mic concerns, removed from human considerations such as usability, intuition, effort, and human
learning; it is also too often detached from the variety and deep complexity of human contexts in
which machine learning may be ultimately applied.” Scholars in the CSCW and human-computer
interaction (HCI) fields have, therefore, been advocating for a practice that fuses human-centered
design with technical work in machine learning systems [13, 101].

Despite the several already existing literature reviews of cyberbullying detection models, we
notice that a human-centered analysis has been missing from these literature reviews. First, human-
centeredness, in the form of behavioral and social science theories, can provide both prescriptive
(helping identify which features might be valuable and why) as well as descriptive knowledge
(what do the outcomes of the models mean) in the design of machine learning models [13]. For
cyberbullying detection research, these theories can be incredibly valuable [21] - many rich
psychological theories like the Control balance theory [32], Dominance theory [140], Just world
belief [87], and Crime opportunity theory [32] have been proposed to understand why people
engage in cyberbullying as well as elucidate the triadic relationship between victims, perpetrators,
and bystanders. These theories can also help to identify the effects of social and technological
factors on the participants’ thoughts, feelings, and behaviors that can facilitate the development of
theoretically-grounded operationalizations of cyberbullying in machine learning models.

Next, Fiebrink and Gillies [56] advocated that examining machine learning from a human-
centered perspective includes explicitly recognizing both human work and the human contexts
in which machine learning is used. Therefore, considering the subjective experience of cyberbul-
lying [64] and the deeply diverse physical and mental health impacts it leaves on the lives of the
victims [71], a human-centered lens can allow us to scrutinize the incorporation of different stake-
holder perspectives in the establishment of ground truth in training cyberbullying detection models
as well as in evaluating them. A victim could understand an experience totally differently from how
the aggressor intended [50]; regardless of whether harm was intended or not. Complementarily,
when machine learning models are evaluated by human experts, such as psychologists and mental
health professionals in the case of cyberbullying detection, they can help to bridge disconnects
between the functionality of the models and their social uses [13].

Third, a human-centered approach to machine learning demands making machine learning
more usable and effective for a broader range of stakeholders, including those who would use
the outcomes of the machine learning system and those who are affected by them [56]. Many
possibilities exist in terms of how cyberbullying detection algorithms may be deployed and used,
ranging from prevention to intervention. For instance, Rosa et al. [132] stated that automatic
cyberbullying detection can be used to prevent individuals from receiving harmful online content
in social networks. At the same time, reflective interfaces can promote users’ self-reflection and
more pro-social online behaviors, as well as positive online interactions. However, not all errors are
created equal — misclassifications may suppress harmless speech, disproportionately stigmatizing
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that for particular demographic groups and sometimes even resulting in legal action, whereas in
other cases, misclassifications may fail to protect victims subject to actual cyberbullying events or
diminish users’ trust in the underlying algorithms. A human-centered perspective will allow us to
explore these tensions — how algorithms are sensitive to the agency and complexity of the various
types of humans using them, and how they might contribute to exacerbating societal biases or lead
to unintended negative consequences [151].

To summarize, following Baumer [13], this paper interprets the past literature on cyberbullying
detection through the framework of theoretical, participatory, and speculative design [13].

2.4 A Human-Centered Algorithm Design Framework

Baumer [13] conceptualized human-centered algorithm design to engender three key dimensions
or strategies — theoretical, participatory, and speculative design. These dimensions are neither
sequential nor mutually exclusive, but rather, “provide a sense for the range of possibilities” (p.
2, [13]). Therefore, the purpose of this three-prong conceptualization is to ensure that human
and social interpretations are incorporated in different ways into the development process of the
machine learning algorithm itself. In the sections that follow, we define each of these dimensions:

2.4.1 Theoretical design. According to Baumer, theoretical design incorporates various theories
from behavioral and social sciences in the algorithmic design. Scholars have argued that machine
learning models are valid only when the theoretical understanding of the concepts under consid-
eration match the operationalization of those same concepts [76]. The theories that are utilized
for the design can, therefore, be prescriptive by giving a guideline to why certain features should
be selected over others for the training of a machine learning model. The use of theories could
also could be for descriptive purposes, such as helping the interpretation of the performance of
the models. Furthermore, theories in the behavioral and social sciences can help the researcher
understand better people’s role in the underlying processes operationalized by an algorithm [22],
aiding them in their dataset selection, feature selection, and model evaluations.

2.4.2  Participatory design. Unlike theoretical design, participatory design focuses on the involve-
ment of people in the design of the algorithm, as a way to reduce the disconnect between technical
solutions and human exposition of the technical solutions. Originating in Scandinavia, this approach
has a political dimension of user empowerment and democratization [102]. For others, such as
HCI design and usability researchers, it provides a way to involve the stakeholders, designers,
researchers, and end-users in the design process to help ensure that the end product meets the
needs, desires, and expectations of its intended user base [51]. Therefore, it essentially provides a
bridge between people who might be interacting with the development of the system and the ones
that designed it. By doing so, in the context of machine learning, this enables an exchange between
the possibly varied end users of the algorithm and the designers of the algorithm.

2.4.3 Speculative design. Finally, speculative design relates to provoking important messages,
issues, or topics about use of the pertinent algorithm or technology to serve real-world purposes [9].
This design approach therefore helps to identify potential benefits and even unwanted consequences
to bridge between the development of the technology and its usage scenarios. It emphasizes that it
is important to not just produce artifacts that can be useful, but also be provocative in imagining
possible futures with these artifacts. Since it involves going beyond the current problem context
to such possible futures, this freedom can facilitate thinking through the ramifications of the
algorithm’s use in different situations and the (positive or negative) impact on different groups of
users or stakeholders.
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These three dimensions have shaped the human-centered approach adopted in our literature
review, particularly in the generation of the coding rubric that we use to systematically analyze the
publications on cyberbullying detection.

3 METHODS

In this section we describe the criteria used to filter relevant publications for our literature review
along with how we coded the corpus using the aforementioned human-centeredness framework.

3.1 Corpus Scoping Process

To establish a comprehensive corpus of related literature on cyberbullying detection algorithms,
we adopted a method of systematic literature review used by Salawu et al. [135]. We first went
through major academic digital libraries - The ACM Digital Library, IEEE Xplore Digital Library,
and Springer Link databases for the initial search. These libraries were chosen as one of the
key elements of our literature scope was computational approaches; therefore Computer Science
publishing focused archival and publication indexing systems were deemed appropriate choices.
Combinations of the following keywords were used to identify relevant documents: “cyberbullying,”
“detection,” “detect,” and “algorithm.” Since we were specifically interested in cyberbullying, we
combined cyberbullying and detection/detect/algorithm to ensure that the search results returned
publications that studied computational methods to detect cyberbullying.

Once an initial search was completed, we coded each document (paper) for relevancy to our
scope based on close reads of the abstract, methodology, and discussion sections. For each relevant
document, following standard practice in literature review methodology [113], we then adopted
a snowball sampling approach, and went through the reference list to conduct a second pass of
search. References that seemed relevant were selected based on the title and abstract. We repeated
the process of relevancy coding and going through the references until we reached a stage of
saturation, where there were no more new publications being added to the corpus. Since we went
through the reference list for each relevant paper, the initial decision of utilizing the three digital
libraries does not limit our scope in exploring relevant publications for this literature review, that
falls outside of the purview of these three databases.

Prior research has noted such a systematic approach to be very effective at constructing a corpus
of publications that are related to the same overall theme [81]. By looking at the reference of the
relevant documents at each iteration, we expanded the document base that explores the same
domain but possibly published in varied venues (conferences and journals). The robustness of the
corpus was also strengthened through this process as we examined the publications that compose
the background of each relevant paper relating to cyberbullying detection. In addition, as our
iterative approach continued, each iteration resulted in fewer and fewer new relevant documents
and more cross-references within the already explored publications, establishing a “closed economy”
of pertinent papers that studied computational methods for cyberbullying detection.

Next, each paper was reviewed for inclusion/exclusion using the following criteria:

e The paper needs to either develop or introduce computation methods for cyberbullying
detection, using new machine learning techniques or engineering state-of-the-art ones.

e The paper needs to be published between 2010 and 2020. Considering the fast pace of
Computer Science research, the time frame was chosen to ensure that the publications were
not outdated and largely focused on platforms still in use.

o The paper was only focused on cyberbullying and not other online risk factors, such as hate
speech, offensive language, trolling, aggressive, or deviant behaviors, like self-harm.

e The paper needed to use English language data.
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Initial Search Keywords: cyberbullying, detection,
49 papers detect, algorithm
3
Application of Inclus@n;:rlterla Manual search in ACM Digital Library, IEEE
29 papers retaine Xplore Digital Library, and Springer Link
2

Reference Search of Retained Papers

48 papers examined Inclusion criteria
v - Does the paper introduce computation methods for
L ) L cyberbullying detection?
Application of I“CI"S'_"" Criteria - - Was the paper published between 2010 and 2020?
14 papers retained - Is the paper only focused on cyberbullying and not
2 other online risk factors?

- i ?
Reference Search of Retained Papers Does the paper use English language data?

21 papers examined

¥

Application of Inclusion Criteria Final Corpus
13 papers retained 56 papers out of 118 examined

Fig. 1. A general overview of the literature review process. The number of papers examined and retained by
search iteration is shown in the boxes, with the number of retained papers and the final number of papers
examined in bold.

Publications By Year
10

2010 2011 2012 2013 2014 2015 2016 2017 2018 2018

Fig. 2. Count of publications by publication year.

A summary of our entire corpus scoping approach is given in Fig. 1.

3.2 Overview of the Corpus

Using the scoping approach above, the first round of search through the digital libraries yielded
a raw set of 49 papers. 20 papers were excluded based on the criteria aforementioned, and an
additional 48 papers were examined in the second pass. Out of these 48 papers, 14 were added
to the corpus. The third and final pass of the reference lists of the already incorporated papers
returned 21 new papers for consideration, of which 13 were relevant. Taken together, 56 papers
remained following the application of our inclusion/exclusion criteria. As can be seen in Fig. 2,
most of the papers on cyberbullying detection used in this literature review came from more recent
past years. When we examined the abstracts of the 56 papers, unsurprisingly, “cyberbullying” was
the dominant term, but the abstracts also featured terms like “social media”, “bullying”, “feature”,
and “user”, giving face validity to the constructed corpus to be reviewed.
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Table 1. Coding rubric for the literature review.

Theoretical Design

What were the key aspects of the definition of cyberbullying that the researchers used in their study?
How did the authors decide on what data to use and why?

What were the features used in the development of the model? How were these features chosen?
What machine learning model(s) were used for the task of cyberbullying detection?

Participatory Design

How was the data annotated for training datasets and were humans involved in the process?

How was the model evaluated and did the evaluation consider stakeholder feedback?

Speculative Design

What problems motivated the development of the detection algorithm?

Did the authors speculate potential and unintended future scenarios where their models could be used?
Which stakeholders did the researchers consider in the future use of the developed models?

3.3 Framework and Approach for Coding of the Corpus

Once the saturated corpus of 56 papers was established, we adopted Baumer’s three-dimensional
conceptual framework on human-centered algorithmic design [13] for qualitatively coding the
papers aforementioned in Section 2.4. To align the three dimensions (theoretical, participatory, and
speculative design) that capture the human-centeredness of algorithms to a pertinent coding rubric
for unpacking the literature on cyberbullying detection, we followed the following approach. We
generated questions for each dimension in a deductive way and at the same time used an inductive
approach for verification of the validity of the questions. The induction process first selected a
random sample of five papers from the corpus to draft a question that would address a shared topic
or concept in the subset. Once the question was drafted, another random sample of five papers
was examined to see if the established questions were indeed closely related to the papers. Then in
the deductive step, we placed the question to the most relevant dimension using their respective
definitions (theoretical, participatory, speculative). If no suitable match was found, the inductive
and deductive steps were reiterated to reach an alignment.

Table 1 gives a list of the questions that constituted our coding rubric for our literature review.
From the table, we note that questions related to incorporating theoretical concepts, models, or
relationships within the design of the (cyberbullying detection) algorithm were put under the
theoretical design category. When designing a computational model for detecting cyberbullying
instances, there are multiple stages in the pipeline where the concept of cyberbullying needs to
be operationalized, starting from collecting the data, selecting the features, and deciding on the
models to train for the classification task. Therefore, we look at how the definition of cyberbullying
was established by examining the use of behavioral or social science theories on bullying and
harassment in the studies. We also explore the selection of datasets, features, and models used for
the development of the algorithms to further understand why they were selected over others.

The participatory design category represents direct involvement of humans in the algorithm
design process, the interpretations of the humans in the loop, as well as the end users of the
algorithms. The questions were formulated to examine the bridge between the potential end users
of the cyberbullying detection algorithm and the researchers. For example, looking into how the
dataset for the machine learning models were annotated highlights the importance of incorporating
the views and experiences of various actors in cyberbullying in constructing the ground truth
for the cyberbullying classifiers — these may include who may have been cyberbullied, those
who may have been a bystander in a cyberbullying incident, or psychology/social work experts.
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Table 2. Definitions of cyberbullying that were used by the papers in the literature review.

Theoretical Definition | #Articles | References

Aggressiveness/Hostility | 82.1% [5,17,23-26, 28, 29, 33, 34, 37, 38, 45, 46, 59, 62, 65, 73, 74, 89,
92, 93, 107, 109, 110, 121, 123-125, 131, 137, 142, 144, 147-
149, 152, 155, 156, 158, 164-168, 171]

Repetitiveness 44.6% [23-25, 28, 33, 34, 37, 38, 46, 65, 73, 74, 89, 107, 109, 123—
125, 148, 149, 152, 164, 165, 167, 171]
Imbalance of Power 37.5% [23-25, 28, 33, 34, 37, 38, 46, 65, 73, 89, 107, 109, 123, 125,

148, 149, 152, 167, 171]

Similarly, interpreting how the performance of these models were evaluated provides insight into
how humans interpreted or were (potentially) affected by their success and failure modes.

Lastly, questions related to the envisions and projections that the researchers had about the
future use of cyberbullying detection algorithms were put under the speculative design. Here we
examine what goals and purposes the researchers aimed to achieve or fulfil, by looking at the
main problem statement of the publications and also analyze any potential issues or topics that
the studies raised regarding future use and improvement of the detection algorithms. Speculative
design also allows us to shine a light on the various stakeholders of the algorithms, when deployed
in real-world scenarios, and how those different deployments may impact the stakeholders in varied
ways, from the perspective of the benefits-harms calculus.

4 FINDINGS

This section presents the findings of our review of the above corpus of papers. Organized with
Baumer [13]’s three-dimensional human-centered algorithm design framework, each of the follow-
ing subsections interprets the cyberbullying detection algorithms in the papers using the coding
rubric described in Table 1.

4.1 Theoretical Design

The first dimension examines how the various theories from behavioral and social sciences were
incorporated in the design of the cyberbullying detection algorithms. This category focused on
how the theory was used in establishing the definition of cyberbullying as well as the involvement
of theory behind the features and dataset.

4.1.1 Definition of Cyberbullying. Several years ago, Dan Olweus [116] introduced the traits
of bullying that differentiates it from other types of aggression: repetitive occurrence and clear
imbalance between the victim and the aggressor. Many psychology researchers since then have
adapted and built upon this definition, such as Raisi and Huang [124]. In our review of the papers,
we did find that these three key aspects were heavily and commonly adopted in defining the concept
of cyberbullying; see Table 2. Aggressiveness or hostile intent were almost always included in the
definition of cyberbullying in 82.1% of the papers with the notion that method of communication to
deliver the messages were via internet, cellphones or other devices [142]. However, repetitiveness
was not always included in the definition of cyberbullying; only 44.6% of the papers used this
attribute in defining cyberbullying. Furthermore, many studies (62.5%) did not include the imbalance
of power between the perpetrator and the victim.

Next, there were a few studies that used alternative definitions on top of the concept of cyber-
bullying. For example, Chatzakou et als study on detecting cyberbullying on Twitter utilized the
concept of different roles in the cyberbullying incident such as bully and spammer [23]. Nandhini
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and Sheeba’s paper defined four different types of cyberbullying: flaming, harassment, racism, and
terrorism to establish the framework for their study [149]. The definition of cyberbullying in these
cases was constructed in various ways. For example, in some, it was defined concretely through
prior literature that focused on defining cyberbullying [34, 144]. Dadvar and De Jong’s paper
adopted the definition of cyberbullying “as an aggressive, intentional act carried out by a group or
individual, using electronic forms of contact (e.g. email and chat rooms) repeatedly or over time
against a victim who cannot easily defend herself” (p.121, [34]) from a study on bullying and peer
victimization in schools [55]. The study by Singh et al. [144] used the definition from the National
Crime Prevention Council which states that cyberbullying is ““when the Internet, cell phones or
other devices are used to send or post text or images intended to hurt or embarrass another person’”
(p-2, [45]). There were some cases however, where the paper did not specifically or explicitly talk
about the definition of cyberbullying used by the authors [16, 27, 36, 40, 106, 108, 129, 139, 168, 169].

4.1.2  Dataset Curation. While the majority of the reviewed studies all used English-based data,
there were only a few (7.1%) that explicitly mentioned about and considered the language of
the dataset for the ensuing study design and analysis [26, 156, 158, 170]. Further, there were a
wide range of datasets used to develop cyberbullying detection models. While a large portion of
studies used Twitter (44.6%), some used data from other platforms such as Instagram, YouTube,
Slashdot, and MySpace. A few studies (5%) chose particular social media platforms based on sources
that listed that top online communities where people experienced cyberbullying [27, 125, 165].
However, there did not seem to be a set or benchmarked dataset that was universally used to drive
which platforms were selected as data sources and whys; all of the datasets were either from social
media platforms (e.g. Twitter, YouTube, Slashdot) or a designated dataset for cybercrimes such as
Perverted-Justice [121]. Unlike studies like that of Wijesiriwardene et al. [161], there was little
mention of focusing on contextual data when creating the datasets; contextual information such
as user activities [38] was later extracted as features. There were also no particular theoretical
frameworks from the behavioral or social science literature involved in curating the dataset collected
from various platforms. The majority of the studies (71.4%) used the specified platform’s API to
scrap and collect their own data, thus focusing on primarily public data, essentially indicating
an approach to obtain a convenience sample due to ease of access, rather than a sample that is
theoretically-justified. While theory cannot always represent real scenarios, the heavy focus on
the pragmatism of dataset curation leaves out the consideration of the theories that could further
strengthen and improve the curation process.

4.1.3 Feature Selection. Most datasets that are used for cyberbullying detection consist of a great
number of possible features to use for training the computational models [132]. For example, one
could possibly extract the gender, age, and many other information just from the user profiles [132].
The text that the user posts on the social media platform also has abundant information and many
potential ways to represent the data so that it could be utilized in training the classifiers. We looked
into how the human decision choices were involved in choosing these features as well as the extent
to which existing theories of cyberbullying were incorporated in these decisions.

As the datasets were composed of text sent back and forth between users, textual features
were always considered as the mandatory feature for training the models across all publica-
tions considered in this review. Textual information ranged from word embeddings to senti-
ment (23.2%) [17, 23, 24, 28, 65, 93, 108, 139, 156, 167, 168, 168, 169, 171] , part of speech tags
(14.3%)[23, 25, 40, 45, 46, 89, 144, 148], to keywords and vocabularies that represented hate, ag-
gression or ill will against another individual (51.8%) [5, 23, 25, 33, 36, 37, 45, 46, 89, 106-110, 124,
125, 129, 137, 142, 144, 152, 155, 156, 158, 164, 165, 168, 168, 169]. The selection of these features
was largely data-driven and convenience-driven, rather than theoretically-driven — since these
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features can be easily extracted from online data (e.g., using the LIWC program [120]: [27, 28, 142])
or because of the availability of a variety of off-the-shelf language modeling tools (e.g., word
embeddings: [17, 28, 93, 139, 167, 168, 168, 169, 171]). That said, the keywords and vocabulary
that represented cyberbullying varied; these were often defined by the researchers as a form of
domain-knowledge, and therefore a proxy to cyberbullying specific theories. For instance, specific
keywords such as ‘ugly’, ‘sick’, ‘hate’, ‘fuck’ were counted in Yao et al’s study to detect cyberbullying
in Instagram [164], whereas Zhao et al’s study used a pre-defined set of insulting words based on
cosine similarity with word2vec embeddings [169].

Aside from the textual information, metadata about the document such as the number of ex-
clamation marks and the number of words with capital letters were frequently used as features
(41.1%) [5, 24, 25, 28, 29, 36-38, 59, 73, 74, 89, 92, 106, 123, 129, 131, 144, 147-149, 152, 156]. While
there was a commonly shared characteristic between these studies that they extracted information
about the specific dataset entity to further support textual information, there was wide variety in
the metadata that the researchers chose, the theoretical or conceptual motivation behind whose
selection was rarely clearly articulated in the respective papers. For example, number of negative
comments, likes, views were used in a Vine dataset [123] while the number of first/second pronouns,
emoticons, ratio of capital letters were extracted in a study using Youtube data [38]; however, why
each of these metadata meaningfully related to cyberbullying was not articulated.

Similarly, multiple studies (35.7%) incorporated network features and social metadata about
the users such as the degree of centrality, tie strength, number of followers, popularity scores to
further enrich the feature set [5, 23-25, 29, 33, 34, 36-38, 40, 73, 74, 106, 142, 144, 147, 152, 155, 165].
Number of posts, followers and friends, and days passed since account creation were also used in
one study [24]. In another study, gender information was used to train two separate classifiers [35].
Singh et al’s study to detect multimodal cyberbullying in Instagram used the age/gender of the
people in the image as additional features [142] while profile information such as interarrival times
were used in Chatzakou et al’s study [23].

Summarily, there is a large focus on the vocabulary that is used in the posts when it comes to
feature selection. Although non-textual features such as user profile data and network features are
used, there is a heavy reliance on a bottom-up approach using the content of the posts when it
comes to cyberbullying detection, rather than harnessing or unpacking the context of the specific
cyberbullying incident. This is an important point to note, given that it is commonly accepted that
contextual and temporally varying data is important for cyberbullying detection, as the content
alone does not provide enough information for the classifiers [135]. Still, despite the limited use
of theory, we do acknowledge that choices of the features in existing research may have been
motivated by subjective human observations, which can be valuable to eventually develop or refine
cyberbullying theories. In addition, post-hoc analyses of the features that were useful and influential
could inspire future work to discover meaningful connections between cyberbullying theories and
the features, explaining not only what features were important but also why they were crucial.

4.1.4  Model Selection. With the sole goal of optimizing for better performance of cyberbullying
detection systems, the reviewed studies used a wide range of traditional and state-of-the-art
classifiers such as Support Vector Machine (46.4%) [5, 26, 29, 33, 34, 37, 38, 40, 45, 46, 62, 65, 73,
89, 92, 93, 106, 108, 109, 121, 129, 152, 158, 166, 168, 169], Naive Bayes (35.7%) [5, 24, 25, 28, 37, 45,
46, 73, 74, 89, 92, 93, 106, 110, 123, 131, 137, 148, 152, 166], Random Forest (32.1%) [5, 17, 24, 25, 27—
29, 38,59, 89, 93, 106, 123, 152, 164-167], Logistic Regression (23.2%) [17, 26, 28, 29, 40, 89, 92, 93, 106,
123,152, 164, 171], Tree-based models (10.7%) [23, 24, 27, 37, 123, 147], and AdaBoost (3.6%) [27, 123].
Support Vector Machines (SVM) aim to draw a decision boundary between the classes, maximizing
the margin of the separating line; while one of the drawbacks of this approach is that it can be
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Table 3. Data annotation methods that were used by the papers in the literature review.

Data Annotation | %Articles | References

External Resources | 78.6% [5, 16, 17, 23-29, 33, 34, 36, 37, 40, 45, 46, 65, 73, 74, 93, 106,
107, 110, 121, 123-125, 129, 131, 142, 144, 147-149, 155, 156,
158, 165-169, 171]

Expert Annotators | 12.5% [5, 27, 29, 124, 125, 158, 166, 171]

Researchers 17.8% [38, 59, 62, 89, 92, 107-109, 137, 164]

only applied for binary classification, SVMs are often used in cyberbullying detection as it is of
the case the study aims for a binary classification of positive or negative bullying [112]. With
the assumption that the given features are independent of any given class, Naive Bayes assigns
the most likely class when given a feature vector [130]. It has been effective in many fields such
as text classification, and medical diagnosis [130]. Random Forest uses a majority-vote out of a
combination of tree classifiers to assign the class when given an input vector [117]. Based on
a logistic function, the Logistic Regression classifier assigns an estimate between 0 and 1 to a
given input; this estimate is therefore used assign the labels to each data entry [82]. Some papers
(12.5%) prioritized interpretability in the developed algorithms, and adopted simpler models such
as bag of words [45, 156, 168], k-means [27, 131], and k-nearest neighbors [28, 166]. For example,
in v Bosque and Garza [156]’s study, a group of lexicon-based approaches were used, based on
measurements such as the relative frequency of offensive/swear words, subset of affective words
to measure happiness, and lexicon that are grouped into sets cognitive synonyms. These models
were compared against statistical, supervised approaches for detecting aggressive text detection
on Twitter. However, given the promise of deep learning in recent years, studies have begun to
employ models that used neural network of diverse and complex configurations to further improve
the detection performance of the models (21.4%) [5, 25, 28, 59, 65, 93, 121, 156, 166—168, 171].

In short, we note a lack of grounding in the cyberbullying literature that could have motivated
the selection of these specific models. Scholars have argued that purely optimizing for model
performance in machine learning may result in ill-posed problems [7] because such algorithms
simply “identify correlations among big data” [7] without fundamentally assessing relationships
and inter-dependence between factors, and the mechanisms with which specific attributes may
relate to outcomes of interest — insights that are often provided by social science theories. We do
note that some of these challenges around robustness, validity, sensitivity, and uncertainty may
be addressed with replication and reproducibility studies in the future, and those are encouraged.
In addition, model selections are heavily influenced by the problem statement, as they shape the
characteristic of the task and the corresponding set of suitable models. Therefore, cyberbullying
theories could be used to shape the problem statement and further determine the model selections.
Theories may also inspire new machine learning methodologies in cyberbullying detection.

4.2 Participatory Design

In addition to the theoretical incorporation into the design of the models, humans can also participate
and get involved directly with the machine learning model pipeline. Obtaining the ground truth
for the collected dataset and evaluating the model performance to interpret the results are the two
large components in this analysis.

4.2.1 Data Annotation. The insufficient amount of publicly available annotated datasets has always
bestowed a challenge to the researchers in the cyberbullying detection field, as they have to establish
a way to collect and reasonably label their datasets. Although there were studies where the
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researchers themselves labeled the data, thus representing some basic form of human involvement
(17.8%) [38, 59, 89, 92, 107-109, 137, 164], other studies relied on external resources to obtain the
ground truth for their datasets and often adopted these third-party datasets at face value without
further manual introspection of the suitability of the data for the particular task at hand (80.3%). In
fact, for these papers, we noted that acquired datasets were often assumed to have high-quality
labels, and the acquired annotations were taken to be accurate. Crowdsourcing platforms such as
CrowdFlower or Amazon Mechanical Turk were popular as it is known to provide a fast and an easy
way to obtain annotations (19.6%) [16, 28, 29, 65, 73, 123, 125, 129, 137, 142, 148]. Given the noisiness
of crowd-gathered ground labels [30], most of these papers adopted best practices suggested in
crowdsourcing research to assess crowdworkers’ task quality and competence [100], but rarely
followed them up with additional phases of human verification, triangulation, or a systematic
reconciliation of discrepancies when the crowdworkers disagreed. Recruiting college students for
labeling was another alternative to outsourcing the annotation, given the overlap in demographics
of students and those cyberbullied more frequently (10.7%) [33, 34, 36, 37, 74, 121], but as with
crowd-gathered annotations, there was no reflection post-hoc on whether the annotation approach
was appropriate for establishing construct validity [114]. Broadly speaking, as can be seen in Table 3,
there was a noticeable reliance on some type of external annotators generating the positive and
negative cyberbullying examples required for training the cyberbullying detection algorithms.

In contrast to the above, however, there were a handful of studies that involved experts in the
annotation process (12.5%) [5, 27, 29, 124, 158, 166, 171]; however, most did not describe the nature
of these experts or what attributes qualified them to be an expert at the annotation task. Exceptions
include receiving the help of psychology experts in one paper [27] and involving social science
expert and behavioral scientists in another [29].

The general set of annotation processes involving humans in some direct or indirect fashion do
seem to address the challenge of constructing a labeled dataset that can deal with the very sensitive
concept of cyberbullying. Still, there remains the question of how researchers can control for the
different perceptions of cyberbullying of different people, for instance, the authors of the posts being
labeled, the targeted victims, the bystander social media users, community members/moderators,
or the platform managers, given the subjectivity of the experience [49] and the diversity of humans
who are involved in or impacted by cyberbullying [96]. Importantly, the annotation guidelines in
most papers, although often use a certain operationalized or established definition of cyberbullying
(96.4%), do not thoroughly account for how the life experiences of the annotators themselves
may influence what and how they annotate, because these person-specific experiences are likely
to shape how one perceives a given post to be about cyberbullying (or not). The inclusion and
reliance on feedback from experts in fields such as psychology or other related social sciences seem
to be one way to approach a solution to this issue [27, 171]. However, the absence of adequate
and a principled unpacking of these varied perspectives of different stakeholders and the lack of
involvement of people with lived experience of cyberbullying indicate a clear shortcoming, since it
would only provide one subset of the possible perspectives. Incorporating different perspectives as
well as taking advantage of professional guidance from cyberbullying and social science experts
will help shape a more comprehensive ground truth in cyberbullying datasets.

4.2.2 Model Evaluation. Moving on to the next part of the machine learning pipeline — model
evaluation — conventional machine learning model evaluation metrics such as accuracy [25, 26, 45,
46, 59, 65, 73, 89, 92, 108, 123, 129, 131, 137, 142, 144, 147, 152, 158, 164-168, 168, 171], precision [5,
16, 17, 23-26, 33, 34, 37, 38, 62, 65, 73, 89, 92, 93, 106, 107, 109, 110, 123, 125, 144, 149, 152, 158, 164—
169], recall [5, 16, 17, 23-26, 33, 34, 37, 38, 62, 65, 73, 89, 92, 93, 106, 107, 109, 110, 123, 125, 144,
149, 152, 158, 164—169], F1 [5, 25, 27-29, 33, 34, 38, 40, 45, 65, 89, 93, 106, 107, 109, 110, 123, 144,
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147-149, 155, 165, 167, 168, 168, 169, 171], and area under receiver-operating characteristic curve
(AUCQ) [5, 17, 23, 25, 26, 28, 36, 37, 40, 59, 142, 158, 164-166] measures were commonly used for
evaluating the performance of the cyberbullying detection models. These metrics were computed
either on cross-validation data (48.2% of the papers), or held-out test data (37.5%). Some papers
combined both, even fewer doing so over multiple experimental runs of their pipeline. While some
papers did report multiple performance metrics (91.1%), many relied almost exclusively on one
or two metrics such as precision and recall (58.9% and 58.9% papers respectively), without a clear
or a rationale, from a human interpretability or understand perspective, why some metrics were
prioritized or why certain others were not considered. We rarely found the use of popular metrics
from other domains, such as sensitivity, specificity, and positive and negative predictive value.

Importantly, only 3 papers used some of human-evaluation of the models, in fact, just 2 involved
experts to assess how well the proposed techniques did in detecting cyberbullying in social media
content. But unfortunately, even within these two papers, the background or qualifications of
the experts, including how their expertise was defined or assessed were not mentioned [106,
110]. Though not through the involvement of experts, certain other papers provided a qualitative
introspection and verification of the results of the detection algorithm, thus constituting an indirect
form of human involvement in model performance evaluation. For example, one study provided
top covariates and qualitative analyses on the keywords associated with cyberbullying to help
interpret the results from their predictive model; the study noted that contrary to literature in
public health that states words related to female are positively related to cyberbullying, the results
might not be true when controlled for confounders [27]. Another study compared different feature
sets to compare and evaluate the top performing feature set for detection [152]. Similarly, Raisi et
al’s study reported the top terms that were censored by the social media platform along with real
examples where the annotators labeled the example as non-harassment but the model labeled it as
a an example of harassment [125]. Finally, a single study in our reviewed research used a real case
study for evaluation — the study conducted a case study at a school located in Spain to evaluate
how their model would perform in detecting troll profiles in a real-life scenario [59].

Although not human-centered per se, more nuanced performance measurements such as with
true positive [5, 36, 59, 74, 124, 129, 137, 147, 171] or true negative rates [5, 59, 124, 147] have
been used in a limited number of papers (21.4%). In addition, about 11% of the papers presented
a qualitative error analysis of the classifiers developed [29, 45, 46, 74, 74, 171]. In fact, even for
these papers that do provide an error analysis, a human-centered approach to identify potential
reasons behind why the algorithm may have misclassified a particular post was absent. For example,
Huang et al’s study does mention how there were some cases of messages including the phrase
“stop farting on people” which were not detected as bullying by the textual feature based models,
but the authors provided no further detailed error analysis on why the algorithm might have
misclassfied [74]. Zhong et al’s study also provides real examples where their classifier highlighted
aggressive comments in a session along with a similarity distribution between the aggressive
comment and the caption written by the image poster; they indicated that there was no strong
relationship between aggressive comments and the posted content in general [171].

Summarily, the majority of model evaluation approaches lacked detailed interpretation of the
performance metrics based on direct human feedback, whether experts or other stakeholders
involved in cyberbullying - information that can provide a deeper look at the misclassifications.

4.3 Speculative Design
The third and final dimension of our human-centered review focuses on speculative design consid-

ered in this existing body of research. Here we examine what the researchers envisioned about using
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the developed cyberbullying detection algorithms, thus providing us with a speculated roadmap of
real-world use and deployment in varied real-world scenarios.

4.3.1  Problem Statement and Speculated Use. As noted above, human-centeredness in the form
of speculative design considerations evokes critical reflection on the development and role of
technology (here, cyberbullying detection algorithms) in the broader societal context [163]. A focus
on performance improvements in the cyberbullying detection algorithms, by dint of statistical
performance evaluation metrics, has been a central, persistent, and dominant theme in almost
all the reviewed papers. Still, different papers adopted slightly different goals in their problem
statements, based on their speculated use of the algorithms in the real-world. One of this included
developing a machine learning model that has both scalability over vast data size and timeliness in
detection [123, 164-166]. For example, Rafiq et al’s study evaluated the robustness of their model
through testing on a very large dataset of 39 million posts [123]. Similarly, Yao’s study mentions
that 95 million photos and videos are shared on Instagram per day to address how an effective
cyberbullying detection system should be able to handle such staggering amount of data [166].
Appearing in about 9% of the papers, timeliness, on the other hand, addressed the problem of
establishing a model that could detect a cyberbullying incident in real time, so that the system
could raise an alert before the situation deepened or exacerbated.

Other researchers in the reviewed papers considered it paramount for the cyberbullying detection
algorithms to adequately process and glean meaningful signals from multimodal data to improve
the coverage of the varied types of cyberbullying that may be prevalent online [73, 142, 168, 171].
The rationale was that “‘cyberbullying grows bigger and meaner with photos, video’” (p.2091, [142]).
And still, several other papers sought to identify different types of key participants involved in
cyberbullying incidents, such as the victims or the bullies [24, 25, 59, 108, 109, 137, 147]. Notable
is Tahmasbi and Rastegari [152], who noted that a possible approach to cyberbullying detection
could identify the cyberbullies instead of cyberbullying messages. Similarly, Nahar et al. [108]’s
paper emphasized the need to identify the communication between the predator and the victim.
Inferring participant roles on top of detecting cyberbullying was also a distinctive feature in [155].

Central to speculative design is also the emphasis to look beyond technical feasibility, and
bring to the fore the assumptions and values embedded in technology, espousing a value fiction
approach [52]. While the vast majority of the papers we reviewed adopted a purely technical stance
in framing their problem statements and articulating their goals, some did seek to incorporate
interdisciplinary knowledge by drawing from fields like psychology [5, 27, 34].

Despite the varied approaches in defining the particular research goals as discussed above, the
majority of the reviewed corpus (80.4%) did not speculate how the developed models would be
utilized in a real-life scenario, except a handful of exceptions. These exceptions include Tahmasbi and
Rastegari’s study, wherein the authors speculated how the model could be utilized in an incremental
manner to address the vast amount of data when applied to actual social media platforms [152].
There were other papers that envisioned specifically how the models could be used in detecting
cyberbullying. The speculations ranged from hypothesizing that governments and governing bodies
take action before users become victims of cyberbullying [148, 149], providing support for the
victim while tracking the perpetrators [34], giving feedback to stakeholders with authority (parents,
law enforcement, etc.) to initiate manual validation of suspected messages [142], inferring trigger
comments that cause bullying incidents [171], to offering a way to detect “real" users or those
behind fake profiles involved in cyberbullying [59]. Al-garadi et al’s study, on the other hand
mentioned how organization members, non-government organizations as well as crime-prevention
foundations could utilize the model, elucidating how different stakeholders could make use of the
cyberbullying detection algorithms for their unique needs [5]. That said, it is often the case that
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application to real-life scenarios would become an industrial problem and may not necessarily be
an expectation for research that develops the detection models. Consequently, considerations of
real-life applications are recommended, as researchers are likely to benefit through incorporating
speculative design to understand how different stakeholders could benefit from their models.

4.3.2  Speculated Issues in Real-World Use and Deployment of the Detection Models. Next, there
were limitations and issues that researchers acknowledged about in the interpretation of the
implications of the developed classifiers, which related to their speculated use in the future. 25% of
the papers stated that the detection models were built using data from a single specific platform
[17, 25, 34, 36, 45, 62, 73, 137, 142, 144, 152, 155, 164, 165]. Therefore, they argued that such domain
specificity of the classifiers would limit their application to only those social media platforms
that have the same types of features and affordances, limiting generalizable future use. Other
papers (16.1%) noted the persistent challenges of curating a high quality ground truth dataset on
cyberbullying instances, which would limit training data sizes and therefore hamper practical and
robust uses of the algorithms in different real-world scenarios [37, 46, 62, 65, 73, 106, 107, 129, 155].
Further related to data, some papers (5.4%) also acknowledged the limitations of a reliance on
purely text-based classification approaches, since words taken at face value can miss nuances in
social media language and expression, such as slangs, sarcasm, and irony [26, 38, 158] — an inability
to capture these subtleties, the researchers emphasized, can have widespread negative impacts on
perpetrators and other stakeholders when the classifiers are deployed in the real-world.

In addition, some of the papers (7.1%) argued that detecting cyberbullying posting alone has little
practical value unless the participants involved in the cyberbullying instances are also identified in
parallel [107, 108, 152, 155]. Focusing on challenges in real-time use within social media platforms,
Sanchez et al’s study described how a social media platform’s existing filtering system could delete
posts or comments related to cyberbullying before the researchers could collect the data, drawing
attention to the difficulty when a pre-existing cyberbullying detection system eliminates potential
positive examples that could be annotated [137].

As noted in Section 2 (Background), the heavy reliance on external annotators for curating
training data raises critical questions about how to control for subjectivity of the annotators — a
concern noted in previous literature reviews as well [132]. Beyond a notable technical challenge, our
review found a small handful of papers speculating that real-world use might be hampered due to the
lack of a nuanced approach in the annotation scheme, because the annotators’ perspectives simply
may not generalize [23, 33, 46, 106, 144, 155]. But even within this small subset, the discussions were
limited. Dadvar et al’s study suggested that the data could be annotated through crowdsourcing
as an alternative to capture more varied perspectives [33], while Dinakar et al’s study showcased
semi-supervised learning as a way to overcome the manual annotation of large amounts of data
that is likely to be biased by annotators’ experiences and views [46]. Tomkins et al’s study further
mentioned a complementary intrinsic challenge with using externally annotations because they
are not only subjective but also prone to errors due to a lack of awareness of the situation, even
with high inter-rater agreement [155]. Finally, as a significant challenge towards practical use,
some papers speculated the implications of misclassifications as well, on the various stakeholders
involved in cyberbullying incidents. Notably, Nahar et al’s study pointed out that false positives and
false negatives within cyberbullying detection can have differential impact and interpretation in
practical scenarios, and suggested that systems should implement a carefully weighted approach so
that while cyberbullying-like posts are not overlooked - incorrectly censoring casual conversations
as cyberbullying may hamper online participation and community engagement [106].

Importantly, despite the acknowledgement of these varied issues that would require resolution
before real world deployment of the developed cyberbullying detection approaches, we did not
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find any paper discuss any potential negative consequences that could arise from implementing
the models in social media platforms.

4.3.3 Speculated Users of the Detection Models. As noted before, a variety of stakeholders are
involved in any cyberbullying incident, ranging from the victim and bully themselves to the social
media platforms. Despite a core focus on optimizing for model performance of the detection
models, the reviewed papers identified a wide range of such stakeholders who could potentially use
the outcomes of the detection models. Some papers (3.6%) speculated that the developed models
could be utilized to support the victims of cyberbullying as a mitigation measure [34, 158]; these
papers also recognized a need to track abusive users on social media as a way of cyberbullying
prevention. For instance, Dadvar et al’s study suggests that by following the behaviors of certain
users cyberbullying detection systems could identify the victim(s) or perpetrator(s) [34].

Other speculations surrounding stakeholder-centric preventive measures included building tools
that provide reflective information to social media users whose language might be construed to
be cyberbullying [23, 45], or designing technology supports for community moderators, victim
advocacy organizations, and policymakers who seek to prevent cyberbullying behaviors, promote
prosocial social engagement online, or fight for and amplify the voices of those victimized by
cyberbullying [5, 25, 45, 149]. For instance, researchers speculated that automated detection algo-
rithms can flag messages and help human moderators prioritize a list of potential cyberbullying
messages [45]. Additionally, Al-Garadi speculated that the models could be used by various stake-
holders, including policy makers and law enforcement bodies [5]. One paper [149] even noted the
government to be a potential stakeholder who could benefit from the developed models; these au-
thors discussed that government could take action in social networks using the detecting algorithms,
in the form of policy or regulation, to prevent people from becoming victims of cyberbullying.

Perhaps the largest speculated user group in the reviewed papers involved the social media
platforms themselves [5, 16, 17, 23-29, 33, 34, 36-38, 40, 45, 46, 59, 62, 65, 73, 74, 89, 92, 93, 106—
110, 121, 123-125, 129, 131, 137, 139, 142, 144, 147-149, 152, 155, 156, 158, 164—168, 168, 169, 171].
These papers envisioned that the developed models could be incorporated into content and user
filters on the platforms, their recommendation engines, or as standalone affordances that curb
cyberbullying from happening altogether. The papers argued that, with the algorithms deployed
within the platforms’ core functionality, such detection could be more proactive and could be more
scalable compared to the state-of-the-art where these judgments are almost always purely manual,
and therefore effort-driven and time-consuming. For example, Van Hee et al’s study mentioned the
overload of information on the web and the difficulty of manually monitoring for cyberbullying;
the paper points out that the automatic detection of cyberbullying would enhance moderation on
social media platforms and help with quicker response to such instances [158]. Dadvar et al’s study
described how the language independence and the adaptiveness of their model could benefit social
media platforms as the model could be easily utilized across multiple platforms [36].

That said, these papers rarely adopted a nuanced approach in how exactly a social media platform
can harness the potential of the developed algorithms in cyberbullying prevention or use them
to curb the negative impacts on its wide range of users, whether the victims, or those who may
accurately or mistakenly be flagged as cyberbullies by the underlying algorithm. After all, a platform
has little meaning without its users, however, the reviewed papers rarely discussed the impacts
these automated services will have on the users beyond the potential business or commercial
benefits of timeliness and scalability in detecting cyberbullying.
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5 DISCUSSION

In this section, we discuss the implications of our findings of the literature review for each of
Baumer [13]’s human-centered design dimensions - theoretical, participatory, and speculative. In
our discussions reflecting on the gaps we observed in the prior literature, we also suggest takeaways
for future research in cyberbullying detection.

5.1 Theoretical Design: Considerations and Takeaways for Future Research

Theory sits at the crux of social science research; therefore, even for quantitative social scientists,
theory is used as a guidance to formulate and test hypotheses [72]. But the algorithmic trans-
formation of theoretical concepts, as is the case for cyberbullying complicates opportunities for
theoretical hypothesis testing [13], because the goal of most machine learning models is often
to optimize for prediction, instead of generating theoretically-grounded explanations of human
behaviors or social phenomena [72], here the cyberbullying experience. That said, theory still has
its place in cyberbullying detection research and our literature review noticed several papers where
the theory was referenced in operationalizing the concept of cyberbullying. However, found a
lack of theoretical engagements, whether in defining the boundaries of cyberbullying, or choosing
the dataset, the features, and the machine learning model. In the paragraphs below, we discuss
the significance of these missing theoretical engagements, along with considerations for future
researchers to close this gap.

5.1.1 Cyberbullying Definition and Operationalization Need to Incorporate Theory. Bullying, in-
cluding cyberbullying, comes in various forms in multiple environments, and it depends on the
experiences of those victimized. Depending on where the bullying happens, however, sometimes
the definition of the terminology is modified. Moayed et al., for instance, stated that workplace
bullying occurs as result of resolved conflicts [99]. The commonly accepted definition of bullying
by Dan Olweus [116] was predominant in our reviewed papers, but it may not be specific enough
for the online realm, as argued recently Menesini et al. [94]. That said, the use of theories on
bullying to adapt and define the boundaries of cyberbullying is indeed a great starting point as
by intuition, cyberbullying is bullying taking place in the setting of the web. In essence, the wide
use of Dan Olweus Olweus [116]’s definition of bullying shows how the researchers have been
referring pertinent theories for the establishment of the terminology. Such approach will be very
beneficial when applying theories from behavioral and social science to developing cyberbullying
detection systems. That said, while there has been a shared set of criteria for formally defining
the boundaries of cyberbullying in the research we reviewed, we found a lack of consideration
in defining hostility or ill-will. Further, researchers often failed to capture the repetitive nature
of cyberbullying overtime or the power imbalance within these cyberbullying experiences, and
in some cases, they deviated from the theoretical founded definition of bullying altogether. An
implication of this departure from theory is that detection algorithms may have a high level of
accuracy but not truly be detecting the phenomena of interest, potentially creating false alarms or
deploying poorly placed interventions.

To address these gaps, first, in order to account for differences in transferring definition of
bullying to specific and unique online contexts from definitions proposed for the offline world,
researchers in future work need to identify and understand the affordances of social platforms such
as technological affordances as well their social affordances [61, 154]. This will allow an integrated
approach to incorporate features like anonymity (technological affordance), with attributes like
victims impression and the perpetrators’ intention (social affordances) within the detection algo-
rithms. Theories in the behavioral and social sciences can also help the researchers better define
different cyberbullying types and its characteristics, for instance, the attributes of repetitiveness and
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imbalance of power in the definition of cyberbullying. The rationale behind defining different types
of cyberbullying is that each type of bullying manifests differently, and ascribes varied roles to the
people involved. For example, there are many circumstances that are all pertinent to cyberbullying
such as revenge porn (circulation of sexualized images without the person’s consent), trolling
(persistent abusive comments), and griefing (harassment in a virtual world or gaming) but each
constitutes different types [145]. The definition of cyberbullying, as it sets the framework for the
development of the models as well as the data annotation, should consider these subtle differences.

Next, in our review, we found that studies have used an extensive range of features for training
their models, exhibiting a comprehensive set of signals that include not only linguistic features
but also social network features of the users. Such combination of various types of features may
be considered to be the reason driving the commendable performance of several of the existing
detection models. However, here as well, we found a lack of theoretical foundations to permeate
the engineering and selection of features as well — although a variety of user and post metadata
constituted key to cyberbullying detection, appropriate theoretical standards on feature construction
and definition was rarely present. Basically, since the availability of features and usefulness of
features are subject to the specific traits of the dataset domain, due to epistemological issues
around what social media-derived signals really mean when taken out of context [18], and owing
to the varied perceptions and nature of cyberbullying across cultural contexts [11], there is a need
to establish a set of theoretically-grounded features that can be benchmarked across datasets,
cyberbullying types and definitions. Strengthening the theoretical background behind feature
selection could also control for potential overfitting from including irrelevant predictors, leading
to worse decisions [68]. We suggest that, instead of working in silos in an atheoretical way,
computational researchers in cyberbullying detection, therefore, draw upon social science expertise
that can provide the theorization needed to close the above noted gap in existing research.

5.1.2  Perspective Matters. The challenge in establishing a commonly accepted universal definition
of cyberbullying is closely related to the intrinsic subjectivity; how one perceives cyberbullying is
dependent on the role of the individual (bully, victim, bystander) in the cyberbullying incident [64].
The perspective of each victim could also differ; for example, the study by Gualdo et al. [64]
who found that those who experienced the traditional offline form of bullying experienced more
negative emotional reactions to cyberbullying experiences compared to those that only experienced
cyberbullying. Another recent study by Kim et al. [80] showed how differences in perspectives could
propagate throughout the development of the classifier for cyberbullying, affecting the ground
truth for the dataset and ultimately influencing the performance of the model. None of the papers
we reviewed included the elements of subjectivity and perspective differences in the way the data
was curated or the machine learning approach developed. Therefore, how can we measure one’s
intention to hurt someone that can be operationalized into a computational feature in a machine
learning model? Will this be from the perspective of the person who says the words or from that of
the person who receives the comment? Or would it be from the perspective of a bystander on the
platform or the platform’s community managers themselves?

Complementarily, in studying bullying, Menesini et al. [94] found that among adolescents across
six European countries, young teens had a slightly different perception of power imbalance from the
researchers — essentially indicating that the elements of power imbalance between the perpetrator
and the victim constitutes not only the inability of the victim to defend themselves from the
aggression, but also the agitation caused by the experience, thus rendering power imbalance to be
a combination of both the victim’s powerlessness and their impression. This begs the question -
beyond quantifying some form of aggression as the core signal for training cyberbullying detection
models, as has been the case for the reviewed research, how can theoretically grounded foundations
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be developed for feature engineering and model selection? We argue that such theorizing can be
meaningful not only to examine why a certain feature or model should be considered, but also to
support cross-comparison across studies, and importantly post-hoc analysis of when the developed
algorithms are likely to be less or more successful in the detection task than others. One could also
examine past qualitative studies to augment these computational insights, which have explored
further on how one perceives cyberbullying. For example, one qualitative study mentioned how
the very definition of cyberbullying differed greatly depending on each individual [95]. Interviews
have also revealed that personal experiences seem to often shape the definition of cyberbullying,
especially when one has no prior knowledge of different forms of cyberbullying [95]. A systematic
review of the qualitative studies on cyberbullying can complementarily provide a detailed analysis
about themes and sub-themes that reflect how young people conceptualize cyberbullying [43].

5.1.3  Platform Characteristics Need to be Considered. Using the traditional definition of bullying
and adding the medium of such actions as the definition of cyberbullying, as we observed in the
reviewed research, while at a glance seems valid, needs to further take into consideration that
a different channel of communication also changes the dynamic of how one bullies another. For
example, offline bullying could take the form of physical violence or verbal abuse while online
bullying is limited to the actions that are possible through online interactions, which varies from
platform to platform. Furthermore, each social media platform has their own distinct features [133]
which attracts its own unique user segments. Data from a wide range of social media platforms
has been used in the reviewed research showcasing generalizability and robustness in detection
approaches; however, the diversity across them suggests that the detection models need to account
for domain specific traits. Considering the varied ways in which people communicate and talk,
in different languages, depending on the social norm of the community that they are part of [39],
cyberbullying detection techniques developed in an atheoretical fashion on one dataset may not be
effective when evaluated on a dataset from another platform. It should be mentioned however, that
past literature have often acknowledged this very aspect of their studies and have stated this as
one of their limitations. This allows the readers to consider each study within the specificity of the
domain of focus. That said, direct comparison between any two studies, even with a knowledge
of their respective limitations may be challenging, given significant demographic differences in
terms of who uses which platform, and structural idiosyncrasies stemming from different platforms’
distinct characteristics [133].

Essentially, there needs to be a careful theoretically-justified approach when it comes to setting
the boundaries of cyberbullying in a specific online medium, as this lays the foundation for the
dataset that is used to train the model to detect cyberbullying.

5.2 Participatory Design: Considerations and Takeaways for Future Research

Next, moving onto the participatory design of human-centered algorithm design, our review
indicated that researchers did involve humans in the annotation process to establish ground truth for
their datasets. Using detailed instructions for the annotation process, studies have shown strength
in resolving or removing data that had major disagreements between the annotators. However,
recall that scholars have emphasized the value of involving individuals with lived experiences in the
machine learning pipeline, whether to support creating rich and high-quality training data, or to
evaluate the outcomes of the models as perceived by potential users of the system [8, 75, 101, 115].
However, our literature review revealed a paucity of meaningful participatory approaches. Instead,
we found a singular focus on building the most accurate and well-performing cyberbullying
detection model in a way that often meant leaving out the actual and direct participants of the
incidents such as the bully and the victim, in the machine learning pipeline, whether in annotation
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of the data or the evaluation of the developed models. In the paragraphs below, we discuss the
significance of these missing participatory engagements, along with considerations for future
researchers to close this gap.

5.2.1 Cultural Differences Need to be Accounted for with Participatory Approaches. There are
cultural differences related to perceptions of harassment and aggression among victims as well as
bystanders [88]: traditional bullying can take many forms and the prevalence and significance of
the behaviors may vary from one cultural setting to another [104]. In European American cultural
contexts, for instance, most people are primed with and reinforced for behaving consistent with an
independent self-construal (viewing the self as separate from the social context and emphasizing
autonomy [141]). However, in Japanese cultural contexts in contrast, most people are primed with
and reinforced for behaving in a manner consistent with an interdependent self-construal [141].
Different self-construals may influence a variety of social behaviors, including aggression.

The body of research we reviewed did not explicitly account for cultural background in either
annotation of data or evaluation even while involving humans — whether external annotators or
experts. Cultural gaps were overlooked even when repurposing an existing corpus — we observed a
very large number of papers where a labeled dataset from another paper was used as ground truth
at face value without any considerations of who annotated the data and what cultural background
they come from. With cultural factors impacting deviant behaviors online as well [10], the manner
in which cyberbullying is expressed in social media language needs to be an important aspect in
the how the data is annotated and the detection models are evaluated.

5.2.2  Construct Validity Issues Need to be Addressed with Stakeholder Involvement. Next, the re-
viewed papers employed a variety of external annotators to generate training data for model training,
ranging from students and crowdworkers, to social science experts. While such an approach could
certainly yield a ground truth dataset that unpacks human subjectivity in interpretations of cyber-
bullying incidents, there still lies a gap between the perspectives of the victims of the cyberbullying
incidents and those of the external annotators. A participatory approach that directly connects
with the victims of cyberbullying incidents can help to build a ground truth dataset that justly and
accurately reflects people’s lived experiences [79], rather than that interpreted by third parties
removed from the particular situations.

In fact, the heavy reliance on public social media data in the existing work further underscores the
need for this involvement with the victims of cyberbullying. Many social media platforms provide
both public and private forms of communication, but as noted by Fiesler et al. [57] public interactions
are different in nature compared to private conversations. This is why Aizenkot [3] found their
participants to report feeling more cyberbullied through private conversations than through group
discourse. However, our review found that little has been explored on the differences between
public/private data forms and how they may influence assessments of cyberbullying [3]. When
victims and participating actors in cyberbullying are not engaged in ground truth curation, not
only does it preclude the inclusion of private conversations in dataset — a consideration important
for generalizability — but also misses the context and implicit information that these individuals
may provide related to their interpretations of cyberbullying in public and private conversations.
Furthermore, according to Chancellor et al. [22], this lack of stakeholder involvement presents
ambiguities in delineating both differences between positive and negative examples in machine
learning model training, as well as in understanding whether the training data actually captures
the construct of interest. In fact, Ernala et al. [54] found that, in the context of prediction of mental
health states using social media, when ground truth is defined using proxy signals such as hashtag
use or self-disclosures without inclusion of self-reported data from individuals with the lived
experience of mental illness, construct validity issues lead to significant misclassifications and loss

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 325. Publication date: October 2021.



A Human-Centered Systematic Literature Review of Cyberbullying Detection Algorithms 325:23

of credibility in the predictive assessments. Summarily, involvement of the victims of cyberbullying
as well as other participating actors such as bystanders is paramount in future studies.

5.2.3 Human Evaluations are Needed along with Computational Measurements. As noted above,
a core aspect of participatory design of algorithms centers around involvement of humans in
identifying the extent to which the algorithm was successful in achieving what it set out to do [13].
The reviewed set of papers, however, fell short in this front. Critiques of using machine learning for
real-world problems [160] acknowledge that performance metrics are an important and necessary
aspect of model evaluation because of their ability to provide precise, numerical quantification of
performance that is intuitively understandable without needing elaborate or deep understanding
of the dataset or the problem domain. They are, however, far from being sufficient - it would be
an overstatement to conclude that a highly accurate classifier implies an algorithm that always
performs well under any set of circumstances. Scholars have further argued that purely optimizing
for model performance in machine learning — as is the case for the reviewed research — may result
in ill-posed problems [7] because such algorithms simply “identify correlations among big data” [7]
without fundamentally assessing relationships and inter-dependence between factors, and the
mechanisms with which specific attributes may relate to outcomes of interest. Different evaluation
criteria may additionally encode different value systems [75], but quantitative techniques alone
cannot answer the question of which to use.

These issues may be mitigated with involvement of humans, particularly stakeholders of the
problem as well as the solution, in evaluation [8]. For instance, although many of the approaches
in the papers we reviewed performed well in terms of quantitative performance metrics, their
performance from the perspective of their real world users should be evaluated as well. Such
human-centered evaluation approaches could involve actual users of the system to test and validate
the the model, then the human feedback may be used “in the loop” to tune and improve the model.
Next, participatory approaches involving humans could also be used in future work to improve the
quality of detection by checking for edge-cases, adding new categories, and so on. Finally, while
conducting such evaluations, it will be important to have potential users evaluate the system than
researchers, as the latter group might be biased toward the technology that they are building [138].

5.3 Speculative Design: Considerations and Takeaways for Future Research

Finally, algorithms, despite being technical artifacts, do not exist in a vacuum - there is a symbiotic
relationship between what an algorithm does and the world it exists in. To this end, as we described
above, speculative design provides a lens to look to possible futures and understand the (hidden)
impact, influence and future ecosystems that subsume these algorithms [52]. We found the reviewed
papers to, however, lack such speculations. Sharing the common problem statement of improving
an existing model or implementing a new one altogether, although we did note some diversity of
research goals focusing on timeliness, scalability, or multimodality within the detection algorithms,
we found them to rarely shine a light on how the models could translate to real-life scenarios,
involving diverse stakeholders, and the impacts — positive or negative — the models could have on
them. In the paragraphs below, we discuss the significance of these missing speculative engagements,
along with considerations for future researchers to close this gap.

5.3.1 A Need to Speculate Who Would Use the Algorithms, Why, and How. Cyberbullying can have
long-lasting and varied impact on its victims, as we have noted before [172], and therefore, like
other real-world problems [67], misclassifications of models can have varied impacts and bear
diverse implications for various stakeholders — whether the victims themselves, the perpetrators,
the bystanders or community members, or the social media platforms and moderators. While all
errors are equal to a machine learning system, not all errors are equal to all people. Essentially,
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human understanding and a human-centered evaluation of model performance that shines a light
on the misclassifications, is of paramount importance to make conscious trade-offs between when
and for whom to optimize for false positives or for false negatives.

The importance of speculated usage of the models also extend to how the stakeholders could
benefit from the classifiers; social media platforms were the dominant stakeholders of past literature,
which is not surprising as the researchers in most cases envisioned the models to lead to a real-time
detection system. However, there are multiple groups of stakeholders that are directly involved with
these online communities, ranging from the users to moderators and administrators. Government
officials, policymakers, and law enforcement are also closely related, as they could directly influence
the prevention and intervention policies that would affect all social media platforms. In fact, although
cyberbullying is not explicitly written in criminal laws, the majority of states in the U.S. have laws
that address electronic forms of harassment, providing the responsibility and legal parameters
for government and law enforcement involvement in cyberbullying [70]. However, speculative
design can enable researchers to think beyond just articulating these different stakeholders. it can
empower one to also question what could be specific modes of collaboration with each of them.
From the perspective of a potential cyberbullying victim for instance, what should one expect from
these automated detection models? On the other hand, how could - or how should - moderators of
social media platforms use these models when identifying cyberbullying incidents and cyberbullies?
What would be acceptable interventions and who decides what is acceptable?

5.3.2 A Need to Weigh on Negative Consequences and the Ethics of Detection. Finally, the noticeable
lack of speculations on how the models would be used in real-life scenarios illustrates how past
literature fell short in illuminating potential benefits and harms to different stakeholders. It is
easy for one to assume that automated machine learning decisions are omnipotent — however,
a consideration of negative consequences is critical in cyberbullying detection given the deep
implications for the victims, perpetrators, and bystanders [19]. Overlooking negative impacts could
result in considering only the positive side of the models, and could lead to damaging negative
impacts [69]. For example, a user might be wrongfully flagged as a cyberbully by a detection model.
If this model is implemented in the real world, the consequences could be far-reaching. Depending
on the intervention and content moderation policy of the platform, this wrongfully flagged user, for
instance, could have their posts sanctioned, or worse, be permanently banned, with no more access
to the services of the platform. In fact, if banning is aggressively implemented with high rates of false
positives, it can not only be stigmatizing, but also can lead to users either self-censoring their speech
or leaving the social platform altogether [134]. Similar negative consequences may be envisioned
for the victims of the cyberbullying incidents as well. A false negative in this case could potentially
result in overlooking a victim of cyberbullying, missing the opportunity for moderators to intervene
or support the individual who might be under distress and difficult circumstances. Speculating
such negative consequences in future work can help adopters of the machine learning models to
foresee these intricacies and implications of implementation rather than blindly incorporating the
models in practical applications.

In addition, researchers need to speculate potential biases of their developed models — a discussion
that was missing in the reviewed papers. Potential bias may originate in the dataset — whether its
source, filtering and curation strategy used by the researchers, or the manner in which ground truth
data is annotated [75]. In fact, recent studies have revealed that existing abusive speech detection
systems carry significant amount of unintended bias against certain groups of users, demographics,
languages, dialects, terms, phrases, or topics [41, 47, 118]. For instance, terms like “gay” and “jew;”
present in an informative or conversational context, tend to incline the model predictions towards
“hate speech” or “high toxicity.” Similarly, Twitter posts in African-American Vernacular English
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have been shown to be more likely to be classified as abusive or offensive compared to other
postings [41]. As such groups are often minoritized with respect to the general online population,
attempts to maximize the detection accuracy and evaluating approaches solely on conventional
model performance metrics may exacerbate the biases even further or give rise to newer, previously
unconceived discriminatory traits. While such findings could be insightful in providing warning
indicators to the stakeholders of cyberbullying, it still remains critical that researchers acknowledge
any potential bias presented through developing the models. For instance, researchers can consider
approaches like “data statements” [14] and “model cards” [98] that have been advocated recently
to being transparency to ML systems. Together, data statements and models cards not only can
provide benchmarked evaluation of a cyberbullying detection system in a variety of conditions,
such as across different cultural, demographic, phenotypic, or intersectional groups, but also help
to disclose the context in which the data and the models are intended to be used, the details of the
performance evaluation procedures, how the system might be appropriately deployed, what biases
might be reflected in practical uses of the system, as well as what harms may be perpetuated.

Complementarily, these efforts could be augmented by research that have explored techniques to
mitigate potential unwanted biases in the models such as by adding a fairness constraint [60], odd
post-processing technique [143], incorporating of a fairness score when optimizing for accuracy [6],
and penalizing for unfairness in the training of the models [126]. Specifically, studies have attempted
to achieve algorithmic fairness during the pre-processing of the data, training of the algorithms,
and processing of results [143]. The focus of achieving fairness aims to reduce the amount of
variation in the performance of the algorithm due to certain attributes such as race or gender [6].
We advocate future research to not only speculate sources of biases, but also to correct the machine
learning approaches so that they could be used in inclusive way in the real-world.

Last but not the least, we discuss how speculative design may also build ethical practices into the
development of the machine learning pipeline for cyberbullying detection. Although throughout
this paper, we argued the need for directly involving participating actors in cyberbullying incidents
— such as victims, perpetrators, and bystanders — we suggest caution in doing so. Social science
research has indicated that social desirability bias remains a significant issue in collecting data on the
behavioral patterns of perpetrators and bystanders: respondents who engage in socially undesirable
acts tend to under-report their participation, whereas those who engage in socially desirable acts
tend to over-report their participation, in order to be viewed favorably respectively [63]. Second,
research on victimization is constrained by the ethical need to avoid “harming” the participants [31].
Therefore, by adopting speculative design, researchers can focus on adopting study designs that
still preserve human-centeredness without serving as a potential cause or source of harm.

Nevertheless, we do recognize the potential risk that speculative design approaches may post to
individuals with the lived experience of cyberbullying, such as perpetually casting certain identity
groups as “victims”, such as people of color, LGBTQ+ individuals, and so on. In using speculative
design for cyberbulling detection, we therefore suggest guidelines suggested by Jo and Gebru [78]
who emphasize considering issues such as consent, power, inclusivity, transparency, and ethics
and privacy in the data curation practices and approaches to develop machine learning pipelines.
For instance, in this work, Jo and Gebru suggest democratizing the data collection process, and
giving agency to minority groups to represent themselves. At the same time, guidelines from
the psychology field may be adopted as part of the speculative design exercises that ensure that
when people who have been cyberbullied are involved in research, their identities are adequately
protected and support resources are deployed as protective measures [85].
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6 CONCLUSION

In this paper we conducted a systematic review of the past literature on automated cyberbullying
detection models. After establishing a corpus of relevant documents to cyberbullying detection,
we analyzed the human involvement in the development of these models using an established
human-centered algorithmic design framework [13]. Specifically, we reviewed the past research
in terms of their considerations for theoretical, participatory, and speculative design. Our review
revealed that despite extensive research on developing cyberbullying detection models that optimize
for statistical performance and methodological innovation, there were clear gaps in terms of a) how
the complex phenomenon of cyberbullying was defined and operationalized from a theoretical-
grounding perspective; b) how a lack of involvement of stakeholders of bullying in data curation
exposed potential for construct validity issues; and c¢) how poor speculation of the uses and
users of the algorithms not only hampered model evaluation in real-world scenarios, but opened
up opportunities for harm to various participating actors of cyberbullying. We concluded with
guidelines on how a human-centered approach can help to address these pervasive concerns in
this important research area within social computing.
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